用于大规模数据集语音识别的实时流变压器转换器的研制
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# 摘要

最近，基于变压器的端到端模型在包括语音识别在内的许多领域都取得了巨大的成功。然而，与LSTM模型相比，变压器在推理过程中计算量大是阻碍其应用的一个关键问题。在这项工作中，我们探讨了变压器-换能器（T-T）模型在大规模数据集上实现低延迟快速首通译码的潜力。我们结合TransformerXL和分块流处理的思想设计了一个可流化的Transformer-Transformer模型。我们证明了在流媒体场景中，T-T的性能优于混合模型、RNN-T和基于注意的可流变压器编解码器模型。此外，运行时成本和延迟可以通过相对较小的前瞻性进行优化。

*索引项*-变压器，传感器，实时解码，语音识别

# 1.    导言

端到端（E2E）模式的自动语音识别（ASR）已经取得了很大的进展[1，2，3，4，5，6，7，8]。目前，传感器（例如，递归神经网络传感器（RNNT）[9]）和基于注意的编码器-解码器（AED）[1，10，11]是两种最流行的E2E方法。由于注意机制的存在，AED模型取得了很好的性能，但是它们在本质上不是流式的，有一些朝着这个方向的研究，例如单调的分块注意[12]和触发注意[13，14]。相比之下，由于流的性质，传感器模型特别是RNN-T在工业应用中受到了很大的关注，并且在某些情况下也成功地取代了传统的混合模型[7，8，15]。
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现有的方法可能部分地解决了这些问题，但也有自己的缺点。1） 限时法[21，23，24，25]
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在Transformer中简单地屏蔽左、右上下文以控制时间开销。由于接收场随变压器层数线性增长，该策略引入了较大的延迟。2） 分块方法[26，14]将输入分割成小块，并对每个块进行语音识别。但是，由于忽略了不同语块之间的关系，准确率会下降。3） 基于内存的方法[27，28]使用上下文向量来编码历史信息，同时通过与分块方法相结合来降低运行时成本。然而，该方法打破了变压器在训练中的并行性，需要较长的训练时间。

在本文中，我们的目标是开发可实时操作的流式转换器和一致性转换器模型。我们希望在训练成本、运行时成本和准确性之间达到平衡。我们将Transformer-XL和分块处理相结合来处理流式场景，训练中分块之间没有重叠，保证了训练效率。我们可以在32个V100 gpu上以混合精度在2天内完成6.5万小时的匿名训练数据。在流式语音识别评估中，T-T和C-T的性能优于混合模型、RNN-T和基于流式变换器注意的编解码模型，其相对字错误率（WERR）超过10%。在运行时开销方面，我们提出的方法使用有限的历史，同时保持相同的性能（1%的WERR退化）。如果允许一个小的前瞻，例如360ms，T-T在CPU上达到0.25的实时因子率，满足实际应用的行业要求。

# 2.    模型结构

## 2.1.    传感器结构

在本文中，我们研究了传感器模型[29]在实时和流式语音识别中的应用。一个传感器有三个组成部分，一个声学编码器网络（编码器），一个标签预测器网络（预测器），和一个联合网络。将声学特征序列xis输入编码器，得到编码器输出f*t型*1 *t型*相应地，先前的标签序列y被发送到预测器以计算预测器输出克*u型*−1. 编码器和预测器的输出由联合网络相加。在发送到softmax函数之前，应用非线性函数（如relu函数）来计算句子词汇量的概率分布。传感器的计算公式如下：，

                                        f级=*t型*编码器

                                      克=*u型*−1预测器

                                    h−1=relu（f+−1）*t、 u型t型*克*u型*1
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在实际应用中，我们可以采用不同的编码器和预测器结构。例如，在[29]中，LSTM用于编码器和预测器，并且被广泛地称为RNN-T模型结构。考虑到速度和内存开销，本文采用变压器作为编码器，LSTM作为预测器。

## 2.2.    变压器和合规器

在过去的几年中，变压器模型[17]已经证明在一系列任务[30，31]中比LSTM有显著的性能改进。最近，提出了使用变压器的传感器，并报告其性能优于基于LSTM的传感器模型[31、21、32]。在文献中，为了区分采用RNN作为编码器和解码器的RNN-T，基于变压器的传感器通常被称为变压器传感器（T-T）。

变压器模型采用注意机制捕获序列信息。利用点积相似函数计算输入序列上的注意分布，其形式如下：，
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                               =Softmax软件

                        z=XαX*t型tτW型五τ*

*τ*

                                    =Xαv（2）*tττ*

*τ*
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*d级*

在注意模块中，分别使用三种不同的矩阵和输出作为查询q、键和值V。在变压器模型中，采用多头部注意（MHA）进一步提高序列模型的容量，对输入序列施加多个并行的自注意，然后将每个注意模块的输出串联起来。等式2中softmax函数的输入序列的范围可以通过应用掩码来控制。如果我们只想使用当前帧和前一帧来计算z，那么注意力权重可以被屏蔽为0。因此，mask的使用为确定输入序列的计算范围提供了一种灵活的方法。本文中使用的掩模设计的细节见第3.2节。在每个变压器层中，它还包含两个完全连接的前馈网络（FFN）、一个非线性激活、层归一化和剩余连接。基于变压器的音频编码器通常堆叠多个变压器层，例如18层。*t型t型t型t型*1 *t型αt，ττ>t*

在变压器模型中，通常采用位置嵌入法对输入序列的排序信息进行显式建模。相对位置嵌入比绝对位置嵌入具有更好的性能[33，30，31]。动机是在计算注意权重时要考虑两帧之间的偏移量，而偏移量是通过相对位置嵌入来建模的。为了提高效率，我们使用了一种简单而有效的相对位置嵌入，其公式如下

z轴=*t型*软最大值*τ*（3） 其中pis是从查找表中获得的相对位置。与文献[30]中使用的相对位置嵌入方法相比，该方法具有更高的效率和内存友好性。*t、 τ*

Transformer模型捕获全局上下文，但局部信息的建模不太好。最近的一些工作[22]表明，CNN和Transformer的结合提高了SR性能。其中，卷积增强变换器（又称Conformer）[22]是一种典型的变换器，它在每个变换器块中插入一种特殊的基于CNN的结构，在Librispeech上实现了最先进的性能。在我们的实现中，我们采用了[22]的原始结构，但是将深度方向的CNN更改为因果深度方向的CNN以避免额外的延迟。

# 3.          实时流变压器-传感器

## 3.1.    流媒体场景中的挑战

在推理过程中，如果使用完整的历史来计算每一帧，计算成本是一个潜在的问题。zin方程2的计算量将随着时间的增加而线性增加，因为它需要计算从第一帧到当前帧的注意权重，这对于长话语来说是负担不起的。此外，在模型精度和延迟之间有一个折衷，如果我们允许多个前瞻帧来计算当前帧，那么性能就可以得到提高。延迟控制技术在混合系统中得到了广泛的应用[34]，最近也被引入到传感器模型中[32，21]。为了使计算变得可行并获得更好的性能，可以对变压器传感器使用截断的历史和有限的未来信息。在[32，21]中，作者设置了注意遮罩，允许在历史和未来的每个转换层中有特定数量的上下文框架。这样可以有效地减少每一层的计算量。但是，对于未来上下文的固定数量来说，存在一个潜在的缺点。随着变换层的增加，未来上下文的数量呈线性增加。如果转换器有18层，并且未来的上下文是每层5帧，那么将引入90帧的延迟。*t型t型*

## 3.2.    流媒体模型训练中的注意遮罩设计

我们设计了一个简单而有效的遮罩策略来截短历史并允许有限的未来信息。Transformer采用注意机制进行序列建模，注意掩码可应用于注意权重矩阵{αt，τ}，以确定计算所涉及的输入序列的范围。当由注意掩码设置为0时，则时间x的输入将不用于计算输出zat time。使用以下规则创建掩码矩阵。首先将输入的声学特征序列分割成具有特定块大小的块，然后根据以下规则构造矩阵：1）同一块中的帧可以相互看到。例如，当计算帧x的编码器输出时，在注意力计算中考虑属于同一块的所有帧，包括xxx。可以看到两个未来帧，而具有零帧展望。每个帧的平均前瞻帧数是块大小的一半。2） 如果两帧处于不同的块中，即使偏移量为1，左帧在注意力计算中也看不到右帧。通过这种方式，块边界将严格限制接收场，避免线性接收场随着模型的加深而增大。3） 如果两个帧位于不同的块中，如果它们的距离小于历史窗口的大小，则右帧可以看到左帧。这种方法使得左接收场随着模型的加深而线性增长（历史窗口大小）。图1b给出了流掩码矩阵的示例。此注意遮罩在所有变压器层上共享。*αt，τττt型t型*1010*,*11*,*12*十*10 *十*12

![](data:image/gif;base64,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)

（a） 位置的接收域。左接收场随变压器层数的增加而增加，而右接收场不随变压器层数的增加而增加。*十*10
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（b） 注意每层的遮罩矩阵。如果（i，j）为1，则第th个输入将用于第th帧中的计算。*米米日本我*

图1：我们的遮罩策略的一个例子。在本例中，Chunk size和history window size都是3。

图1a给出了位置的接收字段。我们可以发现，掩蔽策略的优点是允许左侧上下文线性增加，而禁止右侧接收场增长，因此模型可以在限制未来展望的同时使用长历史信息。在该示例中，左接收场每层增长3帧，而右上下文限制为所有层。此外，掩蔽策略非常灵活，它可以模拟我们将在实践中使用的大多数可能的场景。当chunk size为1，history window为无穷大时，它模拟了天真的零前瞻场景。*十*10*十*12

## 3.3.    推理优化

我们使用以下工程优化进行推断。

缓存：给定时间x的输入声帧，为了计算变压器编码器输出f，在每个变压器层中，除了线性矩阵乘法和非线性函数外，我们还需要计算输入序列上的注意权重，然后根据等式2对加权值向量求和。为了避免重复计算，缓存了一些中间变量。具体地说，在等式2中，每个层中的键k=wkx和值v=wvx被缓存一次。因此，我们只需要计算查询q=Wqx，key和value v，然后使用缓存的key和value对输入序列应用softmax函数，用于每个层中的声学帧。另外，由于我们在每个帧中为transformer使用了截断的历史记录，因此缓存的内存消耗不会随着时间的增加而增加。*t型t型t型ττττt型t型t型t型t型t型*

分块计算：如果允许几个帧的延迟，如图1所示，我们可以将输入帧[xxx]分组为一个小的miniback，并馈送到transformer编码器，同时计算ffand fsh。每一层中的密钥和值都将被缓存一次，用于未来帧的计算。这样，可以应用有效的矩阵运算，而不是多次应用矩阵向量运算。值得一提的是，对于具有零前瞻性的transformer编码器，我们可以手动引入几个帧的延迟，并且通过应用这种分块计算可以实现显著的加速。10*,*11*,*1210*,*11 12

# 4.    实验

## 4.1.    实验装置

我们使用了6.5万（K）小时的微软转录数据作为培训数据。测试集涵盖Cortana、远场语音和呼叫中心等13种不同的应用场景，共180万字。报告所有测试场景中的平均字错误率（WER）。所有的训练和测试数据都是匿名数据，删除了个人身份信息。在训练数据转录上训练的4000个句子片段[35]被用作词汇。我们对输入帧使用8的上下文窗口，形成一个640-dim的特征作为传感器编码器的输入，并将帧偏移设置为30ms，从训练数据中丢弃超过30秒的话语。

对于RNN-T，编码器包含6个LSTM层，预测器包含一个嵌入层和2个LSTM层。嵌入层和LSTM层的维度设置为1024。在T-T方面，采用18层720个隐节点和1024个前馈节点作为编码器；与RNN-T相同，采用2层720个隐节点的LSTM作为预测器。C-T选择640作为隐层尺寸，得到与RNN-T和T-T相似的模型尺寸，C-T的核尺寸为3。TT采用固定相对位置编码。所有的模型都是从零开始训练的，并且具有混合精度，以便进行有效的训练。各种传感器型号的模型参数在80M左右。

运行时速度是在一台包含16核的CPU机器上评估的，该机器采用Intel Xeon CPU e5-2620、2.10 GHz和64GB内存。我们从测试集中随机抽取500个话语来测量运行时因素。这些话语的平均长度为12.7秒。浮子精度用于评估LSTM和变压器-传感器模型，在下面的实验中没有明确的说明。对于换能器解码器的波束搜索，所有实验的best设置为5。为了对传感器模型进行有效的解码，采用C++实现了一种基于波束搜索的高效传感器解码器。解码算法的详细信息见[29]。本文使用的传感器模型，包括基于变压器的传感器LSTM，用Pytorch进行训练，然后用Libtorch进行实时（JIT）编译导出。这些JIT导出模型可以方便地、高效地在C++中实现的解码器中进行评估。利用实时因子（RTF）来评价效率。*不*

## 4.2.    评价结果

### 4.2.1.    使用零前瞻设置的评估

由于许多应用程序要求系统对用户的查询做出快速响应，因此零前瞻模型对于实际系统非常重要。因此，第一个实验比较了RNN-T和T-T在1.8M测试集上的性能。所有的模型在未来都看不到任何帧，而是逐帧解码。表1给出了精确度和运行时成本。我们可以观察到，T-T和C-T在准确性上显著优于RNN-T，C-T略优于T-T，这与以往文献一致。然而，在全语境参与下，T-T和C-T的RTF要比1高得多。当我们使用第三节中提出的方法截断左历史时，我们发现模型保持了几乎相同的性能，同时显著降低了RTF。它也是

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | #历史 | WER公司 | RTF（螺纹） | |
|  | #框架 | (%) | 1 | 4 |
| RNN-T公司 | +∞ | 9.86 | 1.56 | 0.46 |
| T-T型 | +∞ | 8.79 | 3.44 | 2.57 |
| T-T型 | 60 | 8.88 | 2.38 | 1.75 |
| C-T公司 | +∞ | 8.78 | 4.02 | 2.56 |
| C-T公司 | 60 | 8.80 | 2.41 | 1.83 |

表1：零前瞻设置的模型比较。

值得注意的是，截断的历史显著减少了内存消耗。完整上下文需要缓存每帧中的所有键和值，并且内存随着音频帧的增加而线性增长，而截断的历史保持键和值向量的固定长度，例如在本实验中为60。结果表明，截断的历史可以在不影响WER性能的前提下有效地降低运行时开销和内存。

然而，即使模型在零前瞻场景中使用有限的上下文，T-T的RTF仍然高于1。我们发现T-T的瓶颈是编码器的运行时间开销，占整个推理阶段的90%左右。逐帧计算非常耗时，因为它没有充分利用变压器模型的并行计算。基于此，我们引入了延迟和运行时成本之间的折衷方法，将多个帧分组形成一个批进行计算。对于RNN-T，我们还可以形成批处理并将其提供给基于LSTM的音频编码器。由于LSTM中的循环连接，它只能部分地并行计算，而且加速比预计要比Transformer慢。表2报告了不同批量大小的RTF。通过较大的批量大小，可以实现更快的解码速度。如果我们为每次计算编码2帧（60毫秒延迟），则RTF小于1。当批量为15时，T-T的RTF可进一步降低到0.2。但是，15个批大小引入了450ms（15\*30ms）的延迟。此外，表2表明变压器比RNN-T更适合批量操作，适当的批量大小使T-T获得与RNN-T相似的RTF。

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | #历史长度 | WER公司  (%) |  | RTF（#批量大小） | | |  |
| 1 | 2 | 5 | 10 | 15 |
| RNN-T公司 | +∞ | 9.86 | 0.46 | 0.31 | 0.26 | 0.21 | 0.20 |
| T-T型 | 60 | 8.88 | 1.75 | 0.69 | 0.38 | 0.26 | 0.19 |
| C-T公司 | 60 | 8.80 | 1.83 | 0.95 | 0.48 | 0.36 | 0.25 |

表2:RNN-T、T-T和C-T在零前视训练下累积不同帧数进行批量计算的WER和RTF结果。4个线程用于评估。

### 4.2.2.    使用小型前瞻设置进行评估

根据零前瞻实验，T-T必须用延迟来换取更少的计算成本。对于T-T来说，绝对零前瞻是不可能的，它必须对帧进行批编码。因此，一个想法是用一个小的向前看来做SR，这使得以自然的方式进行分块解码成为可能。T-T和C-T向前看24帧，导致平均延迟为24×30/2=360ms，而RNN-T不采用基于块的解码，其延迟固定为12帧（360ms）。我们还复制了[20]中的数字，以显示测试集上的性能混合系统、可流化Transformer Seq2Seq和离线Transformer Seq2Seq模型，其中混合模型是高度优化的上下文层轨迹LSTM（cltLSTM）[36]，可流化Transformer Seq2Seq基于分块触发注意方法[13，14] ，可流化RNN S2S基于摩卡[12]。

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | #历史框架 | #展望（毫秒） | WER公司  (%) | RTF（螺纹） | |
| 1 | 4 |
| 混合的 | +∞ | 480 | 9.34 | - | - |
| RNN S2S公司 | +∞ | 720 | 9.61 | - | - |
| 变速箱。S2S系统 | +∞ | [480, 960] | 9.16 | - | - |
| 变速箱。S2S系统 | +∞ | +∞ | 7.82 | - | - |
| RNN-T公司 | +∞ | 360 | 9.11 | 1.52 | 0.43 |
| T-T型 | 60 | [0,720] | 8.28 | 0.40 | 0.16 |
| C-T公司 | 60 | [0,720] | 8.19 | 0.45 | 0.22 |
| T-T型 | +∞ | +∞ | 7.78 | 0.39 | 0.15 |
| C-T公司 | +∞ | +∞ | 7.69 | 0.36 | 0.15 |

表3:WER和RTF对不同流模型的前瞻性比较。使用混合和S2S模型的第一个块结果来自[20]。

表3给出了不同模型的性能，并给出了一个小的展望。结果表明，由于RNN-T和T-T的性能分别优于可流化RNN S2S和可流化变压器S2S，因此在流化场景中，传感器模型比S2S更强大。T-T和C-T是该场景的更好选择，因为它显示了很强的准确性，同时实现了可接受的运行时成本。一个出乎意料的发现是，T-T在使用整个话语时具有很小的前瞻性，这表明我们简单的T-T策略可以避免与离线模型相比的巨大性能下降。

### 4.2.3.    8位优化

最后的实验比较了INT8量化的效果。INT8量化在保证性能的前提下，有效地降低了内存消耗，加快了推理速度。表4显示了使用带有1个线程的INT8时的WER和speed结果。INT8不会给RNN-t 3.6倍的加速而不影响WER性能。相比之下，INT8在T-T和C-T上引入了轻微的功率退化，产生了大约2倍的加速比。一种可能的解释是，变压器层中的softmax仍然以浮点精度运行，而softmax在CPU上的计算开销很大。

|  |  |  |  |
| --- | --- | --- | --- |
|  | 精密度 | 功率（%） | RTF公司 |
| RNN-T公司 | 浮动32 | 9.11 | 1.56 |
|  | 国际8 | 9.13 | 0.43 |
| T-T型 | 浮动32 | 8.28 | 0.40 |
|  | 国际8 | 8.50 | 0.22 |
| C-T公司 | 浮动32 | 8.19 | 0.45 |
|  | 国际8 | 8.40 | 0.26 |

表4：具有前瞻性的传感器模型的INT8量化的WER和速度结果。

# 5.    结论

我们开发了用于实时语音识别的流式T-T和C-T语音识别模型，希望强大的变压器编码器和流式自然转换器体系结构能够取长补短。我们将Transformer-XL的思想与分块流处理相结合，以避免延迟随着Transformer层的数量线性增长。实验结果表明，在流媒体场景下，T-T和C-T模型的预测精度优于混合模型、RNN-T模型和可流变压器AED模型。在较小的延迟下，T-T和C-T可以获得与RNN-T相当或更好的RTF。

# 6.    参考文献

[1] William Chan、Navdeep Jaitly、Quoc Le和Oriol Vinyals，“倾听、参与和拼写：用于大词汇量会话语音识别的神经网络”，Proc。ICASSP，2016年，第4960-4964页。

[2] R.Prabhavalkar、K.Rao、T.N.Sainath、B.Li、L.Johnson和N.Jaitly，“语音识别序列到序列模型的比较”，过程。Interspeech，2017年，第939-943页。

[3] 陈济同，等，〈探索端到端语音识别的神经转换器〉。ASRU，2017年，第206-213页。

[4] Kanishka Rao，拥有¸im Sak和Rohit Prabhavalkar，“探索RNN传感器流式端到端语音识别的体系结构、数据和单元”，在Proc。ASRU，2017年。

[5] 钟成秋，Sainath，等，，“序列到序列模型的最新语音识别技术”，程序。ICASSP，2018年。

[6] 李杰，叶国庆，大S，赵瑞红，龚妍，“推进声学到词CTC模型”，过程。ICASSP，2018年。

[7] 何彦章，Tara N Sainath，等，“移动设备端到端的流式语音识别”，过程。ICASSP，2019年，第6381-6385页。

[8] 李金玉，赵睿，孟忠，等，“开发RNN-T模型，超越具有定制能力的高性能混合动力模型”，过程。Interspeech，2020年。

[9] A.Graves，“递归神经网络的序列转导”，CoRR，第abs/1211.37112012卷。

[10] Dzmitry Bahdanau、Kyunghyun Cho和Yoshua Bengio，“通过联合学习对齐和翻译的神经机器翻译”，在Proc。ICLR，2015年。

[11] Jan K Chorowski、Dzmitry Bahdanau、Dmitry Serdyuk、Kyunghyun Cho和Yoshua Bengio，“基于注意力的语音识别模型”，2015年，第577-585页。

[12] 钟正秋和柯林拉斐尔，“单调的分块注意力”，在Proc。ICLR，2018年。

[13] Niko Moritz、Takaki Hori和Jonathan Le Roux，“引发了端到端语音识别的关注”，发表于ICASSP 2019年。2019年，第5666-5670页，IEEE。

[14] 王承义、吴宇、刘淑杰、李金玉、陆亮、叶国礼、周明，“利用scout网络降低端到端流式语音识别模型的延迟”。Interspeech，2020年。

[15] Mahaveer Jain，Kjell Schubert，Jay Mahadeokar等人，“改进波束搜索的延迟控制ASR RNNT”，arXiv预印本附件十四：1911.01629, 2019.

[16] S.Hochreiter和J.Schmidhuber，“长-短期记忆”，《神经计算》，第9卷，第8期，第1735-17801997页。

[17] Ashish Vaswani、Noam Shazeer、Niki Parmar、Jakob Uszkoret、Llion Jones、Aidan N Gomez、ukasz Kaiser和Illia Polosukhin，《关注是你所需要的一切》，在程序中。NIPS，2017年，第5998-6008页。

[18] 董林浩，徐爽，徐波，“语音转换器：语音识别的无重复序列到序列模型”，过程。ICASSP，2018年，第5884-5888页。

[19] 陈南新，林友基，等，「变压器与RNN在语音应用中的比较研究」，国立台湾大学语言科学研究所。ASRU，2019年。

[20] 李金玉、吴宇、高亚希、王承义、赵睿和刘淑杰，“关于大规模语音识别流行端到端模型的比较”，Proc。Interspeech，2020年。

[21]钱章，韩璐，等，“变压器-换能器：一种具有变压器编码器和rnn-t损耗的可流化语音识别模型”，过程。ICASSP，2020年，第7829-7833页。

[22]Anmol Gulati，James Qin，et al.，“Conformer:用于语音识别的卷积增强变压器”，arXiv预印本附件十四：2005.08100, 2020.

[23]Niko Moritz、Takaki Hori和Jonathan Le Roux，“变压器模型的流式自动语音识别”，ICASSP，2020年。

[24]俞佳慧，韩伟，等，“通用ASR：用全上下文建模统一和改进流式ASR”，arXiv预印本附件十四：2010.06030, 2020.

[25]Anshuman Tripathi，Jaeyoung Kim，Qian Zhang，Han Lu，and Hasim Sak，“Transformer transducer:One model Unified streaming and non streaming speech recognition”，arXiv预印本附件十四：2010.03192, 2020.

[26]田正坤，易江燕，叶白，陶建华，张帅，温正琦，“端到端语音识别的同步变压器”，in Proc。ICASSP公司。IEEE，2020年，第7884-7888页。

[27]吴春阳，王永强，史阳阳，叶清峰，和Frank Zhang，“基于流变压器的声学模型，使用增强记忆的自我注意”，arXiv预印本附件十四：2005.08042, 2020.

[28]Hirofumi Inaguma、Masato Mimura和Tatsuya Kawahara，“增强流式asr的单调多头注意”，arXiv预印本附件十四：2005.09394, 2020.

[29]Alex Graves，“递归神经网络的序列转导”，arXiv预印本附件十四：1211.3711, 2012.

[30]Dai Zihang，Yang Zhilin，Yang Yiming，Jaime Carbonell，Quoc V Le，and Ruslan Salakhutdinov，“Transformer XL:超出固定长度上下文的注意力语言模型”，in Proc。ACL，2019年，第2978-2988页。

[31]Wang Yongqiang，Abdelrahman Mohamed，et al.，“混合语音识别中基于变压器的声学建模”，过程。ICASSP，2020年，第6874-6878页。

[32]叶清峰，Jay Mahadeokar，等，“Transformertransducer:具有自我注意的端到端语音识别”，arXiv预印本附件十四：1910.12977, 2019.

[33]Peter Shaw、Jakob Uszkoret和Ashish Vaswani，“相对位置表示的自我关注”，在Proc。NAACL，2018年。

[34]Yu Zhang，Guoguo Chen，Dong Yu，Kaisheng Yaco，Sanjeev Khudanpur，and James Glass，“用于远程语音识别的高速公路长-短期记忆rnns”，in Proc。ICASSP公司。IEEE，2016年，第5755-5759页。

[35]Taku Kudo，“子词正则化：改进具有多个子词候选的神经网络翻译模型”，ACL，2018，第66-75页。

[36]Jinyu Li，Liang Lu，Changliang Liu，and Yifan Gong，“使用未来上下文框架改进层轨迹lstm”，在Proc。ICASSP公司。IEEE，2019年，第6550-6554页。

[[1]](" \l "_ftnref1" \o ")对于有效的训练，块没有重叠。